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Abstract—Synthetic media generated by Generative Adver-
sarial Networks (GANs) pose significant challenges in verifying
authenticity and tracing dataset origins, raising critical con-
cerns in copyright enforcement, privacy protection, and legal
compliance. This paper introduces a novel forensic framework
for identifying the training dataset (e.g., CelebA or FFHQ)
of GAN-generated images through interpretable feature anal-
ysis. By integrating spectral transforms (Fourier/DCT), color
distribution metrics, and local feature descriptors (SIFT), our
pipeline extracts discriminative statistical signatures embedded in
synthetic outputs. Supervised classifiers (Random Forest, SVM,
XGBoost) achieve 98-99% accuracy in binary classification (real
vs. synthetic) and multi-class dataset attribution across diverse
GAN architectures (StyleGAN, AttGAN, GDWCT, StarGAN,
and StyleGAN2). Experimental results highlight the dominance
of frequency-domain features (DCT/FFT) in capturing dataset-
specific artifacts, such as upsampling patterns and spectral
irregularities, while color histograms reveal implicit regular-
ization strategies in GAN training. We further examine legal
and ethical implications, showing how dataset attribution can
address copyright infringement, unauthorized use of personal
data, and regulatory compliance under frameworks like GDPR
and California’s AB 602. Our framework advances accountability
and governance in generative modeling, with applications in
digital forensics, content moderation, and intellectual property
litigation.

Index Terms—deepfake forensics, source dataset attribution,
GAN fingerprinting, frequency analysis, DCT analysis, Fourier
analysis, digital forensics

I. INTRODUCTION

The rapid advancement of digital manipulation technologies
has transformed the creation and dissemination of synthetic
media, fundamentally altering the landscape of digital content
generation [1], [2]. At the forefront of these innovations,
Generative Adversarial Networks (GANs) [3] have emerged
as a powerful tool for producing highly realistic synthetic
images and videos. While these technologies unlock immense
creative and technical possibilities, they also pose significant
challenges, particularly regarding the origins [4] and ethi-

cal use of training datasets [5]. The remarkable realism of
GAN-generated content raises pressing questions about the
provenance of datasets—such as CelebA or FFHQ—and the
associated risks of copyright infringement, privacy violations,
and ethical concerns [6]. In this context, Casu et al. [7] in-
troduced the concept of “impostor bias,” describing a growing
distrust in multimedia authenticity driven by the sophistication
of Al-generated content, which further complicates forensic
decision-making and deepfake detection.

These issues have become increasingly urgent as the digital
forensics and legal communities confront the implications of
synthetic media, including intellectual property disputes, unau-
thorized use of personal images, and breaches of data protec-
tion regulations [8], [9]. Traditional forensic techniques—such
as analyzing physical evidence, metadata, or visual cues—are
often inadequate for addressing the complexity of modern
synthetic media and its underlying datasets [10], [11]. To
bridge this gap, Pontorno et al. [12] proposed DeepFeatureX
Net, a novel block-based architecture that extracts discrimina-
tive features to distinguish diffusion-model-generated, GAN-
generated, and real images. This approach achieved state-
of-the-art generalization, even under JPEG compression and
various adversarial attacks, using intentionally unbalanced
datasets. Others [13] have begun exploring forensic ballistics
on deepfakes subject to style-transfer pipelines, demonstrating
that repeated generative processing leaves distinctive artifacts
that can be traced back to specific style-transfer chains.

This work, at the intersection of computer vision, digi-
tal forensics, and legal technology, proposes a preliminary
framework to infer generative model training datasets by
analyzing visual, statistical, and architectural signatures in
synthetic images. Unique dataset and GAN configuration
artifacts enable tracing dataset provenance, detecting copyright
infringements, and addressing ethical concerns. This approach
fosters robust, interpretable dataset tracing tools to tackle
legal and governance challenges of synthetic media, advancing
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digital forensics and synthetic media analysis through two core
contributions:

o Technical Innovation: Develops a novel pipeline for
source training dataset attribution combining spectral
analysis (Fourier/DCT transforms), color distribution his-
tograms, and local feature descriptors (SIFT) to extract
interpretable statistical signatures from deepfake images.

o Legal and Ethical Exploration: Investigates dataset
attribution as a tool for addressing copyright enforcement,
privacy violations, and regulatory compliance, bridging
technical analysis with real-world governance challenges
posed by synthetic media.

The remainder of this paper is organized as follows. Section

II reviews related work in deepfake detection and dataset attri-
bution. Section III details our methodology, including dataset
construction, feature extraction, and classification strategies.
Section IV presents experimental results. Section V examines
the legal and ethical implications of dataset tracing in synthetic
media governance. Finally, Section VII concludes with limi-
tations, future directions, and broader implications for digital
forensics and Al ethics.

II. RELATED WORK

The detection and attribution of deepfake content has gar-
nered increasing attention in recent years [14]. Traditional
detection methods often rely on temporal inconsistencies, such
as blinking patterns [15] or lip-sync errors [16], which are ef-
fective for video but less so for static images. Other approaches
exploit physiological anomalies [17] or metadata inconsis-
tencies, but these methods often fail when synthetic content
is generated with high fidelity. Recent studies have shifted
focus toward analyzing the intrinsic statistical characteristics
embedded in synthetic images [18]. Some techniques utilize
deep neural networks to learn subtle artifacts introduced by
GANSs [19], [20], while others apply handcrafted features such
as frequency transforms [18] or image quality metrics. For
instance, Verdoliva [10] emphasized media forensics through
noise residual analysis, and Corvi et al. [21] demonstrated
promising results using spectral fingerprints for diffusion-
based models.

However, few works specifically target the problem of
source dataset attribution—a gap this paper aims to fill.
Most existing literature either addresses deepfake detection
[22], [23] as a binary classification problem or focuses on
identifying the generative model architecture. Our approach,
by contrast, isolates the influence of the training dataset itself,
regardless of the model used. While proactive methods like
artificial fingerprinting [24] embed identifiers into training
data, our passive method leverages intrinsic features for attri-
bution. Additionally, dataset inference techniques [25] aim to
resolve ownership by identifying whether a model was trained
on a specific dataset, but our method directly attributes the
generated content to its training dataset using interpretable
features.

Moreover, while methods such as PRNU (Photo-Response
Non-Uniformity) [26] and image hash comparison [27] have
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Fig. 1. Methodological Pipeline for Dataset Attribution Using Multimodal
Features and Machine Learning Classifiers. The pipeline illustrates the process
from dataset selection (including GAN-generated images from CelebA and
FFHQ) to feature extraction (using DCT, RGB histograms, FFT, and SIFT)
and classification using Random Forest, SVM, K-NN, and XGBoost. The final
step involves attributing synthetic images to their respective source datasets
(CelebA or FFHQ).

been used for source camera identification, these are not
directly applicable to synthetic media [28]. Instead, our use of
Discrete Cosine Transform (DCT) and Fast Fourier Transform
(FFT) [29], color histograms [30], and Scale-Invariant Feature
Transform (SIFT) features [31] in combination represents a
novel, interpretable, and domain-agnostic solution for deep-
fake provenance analysis, applicable across different GAN
architectures and real-world forensic scenarios.

III. METHODOLOGY

The study focuses on facial images manipulated or gen-
erated by GAN architectures trained on CelebA [32] or
FFHQ!. Synthetic data were produced using five widely used
GAN models: AttGAN [33], GDWCT [34] and StarGAN
[35] (trained on CelebA), as well as StyleGAN [36] and
StyleGAN?2 [37] (trained on FFHQ). Each dataset was divided
into training (for a total of 56,000 images, 8,000 for each
involved data type), validation (for a total of 8,000 images,
1,000 for each involved data type), and test (for a total of
8,000 images, 1,000 for each involved data type) sets. Our
results show that the generated images have distinctive traces
attributable to both the specific architecture and the used
training data.

Following dataset construction, we extracted a suite of
multimodal features? aimed at capturing both global and local
characteristics of the images. In the frequency domain, we
applied DCT and FFT to convert images to their spectral rep-
resentations. These transforms allowed us to identify dataset-
specific periodic artifacts and compression-related signatures.
Color information was captured using normalized RGB his-
tograms, while textural and structural properties were modeled
through SIFT descriptors. The extracted features from each
modality were concatenated to form a single feature vector for
each image. To mitigate scale discrepancies, all features were
individually standardized using zero-mean and unit-variance
normalization, ensuring consistent scaling across different
feature types, including DCT, FFT, and color histograms.

Thttps://github.com/NVlabs/ffhq-dataset

2Multimodal features are descriptors derived from different data representa-
tions, such as the DCT, FTT, and color histograms, capturing both frequency
and color information for a richer image representation.
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Fig. 2. Average DCT coefficient heatmaps for real and GAN-generated images. Notable energy dispersion and spatial artifacts distinguish real (CelebA,
FFHQ) from synthetic distributions (GDWCT, AttGAN, StarGAN, StyleGAN, StyleGAN?2).
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Fig. 3. Mean FFT power spectra for real and GAN-generated images. Real datasets (CelebA, FFHQ) exhibit symmetrical low-frequency concentration, while
synthetic distributions (GDWCT, AttGAN, StarGAN, StyleGAN, StyleGAN2) display cross-shaped high-frequency components.

We employed four supervised machine learning algo-
rithms—Random Forest, Support Vector Machines (SVM)
with a linear kernel, K-Nearest Neighbors (K-NN = 3), and
XGBoost—for classification tasks. The primary objectives
were: (1) distinguishing between real and synthetic images,
and (2) attributing synthetic images to their respective source
datasets. The performance of each classifier was evaluated in
terms of accuracy, precision, recall, and Fl-score. Figure 1
illustrates the methodological pipeline, from dataset selection
to feature extraction and classification, culminating in the
attribution of synthetic images to their source datasets (CelebA
or FFHQ).

IV. EXPERIMENTAL RESULTS

A. Binary Classification: Real vs Deepfake

Our experimental evaluation begins with an analysis of
binary classification performance across diverse feature sets
and models, followed by an exploration of dataset-specific
attribution capabilities. This dual focus demonstrates a promis-
ing forensic capability to analyze synthetic images generated
by GANSs, shifting the focus from detection to accurately
identifying their source training datasets for addressing copy-
right and legal concerns. By leveraging statistical analysis,
our classifiers, which utilize multi-modal features, achieved
accuracies of 98-99% and strong Fl-scores in distinguishing
images generated from different datasets within the training
domain. This confirms the presence of distinct statistical
signatures associated with specific datasets, such as CelebA
and FFHQ, used to train known GAN architectures.

Additionally, our models demonstrated consistently high
performance in the binary classification task of distinguishing
real images from synthetic deepfakes across a variety of
feature sets, as summarized in Table I. These features include
DCT coefficients, color histograms (RGB), frequency domain
characteristics (FFT), and combined feature sets (RGB + DCT
+ FFT).

TABLE I
BINARY CLASSIFICATION OF REAL VS FAKE IMAGES FOR DIFFERENT
FEATURE SETS

Feature Model Accuracy Precision Recall F1-score
KNN 08625 0.9231 0.8182 0.8675
DCT SVM 0.9500  1.0000 0.9091 0.9524
RF 0.9000 0.9286 0.8864 0.9070
XGBoost 0.9000 0.9091 0.9091 0.9091
KNN 06625 0.7429 0.5909 0.6582
RGB SVM 0.6250 0.7188 0.5227 0.6053
RF 0.6750  0.7368 0.6364 0.6829
XGBoost 0.6375 0.6829 0.6364 0.6588
KNN 05500 0.6250 0.4545 0.5263
FFT SVM 06750 0.6957 0.7273 07111
RF 0.5625 0.6286 0.5000 0.5570
XGBoost 0.6375 0.6829 0.6364 0.6588
KNN  0.8625 0.9231 0.8182 0.8675
RGBADCTHFFT g1 0.9625  1.0000 0.9318 0.9647
RF 0.9000 0.9286 0.8864 0.9070
XGBoost 0.8875 0.9070 0.8864 0.8966

Notably, SVM achieved the highest F1-score (0.9647) with
the combined feature set (RGB + DCT + FFT), reflecting the
discriminative power of this multi-modal approach.

B. Dource Dataset Attribution

As the features demonstrate a strong ability to discriminate
synthetic content, this preliminary study explores their poten-
tial to analyze and infer the training dataset employed.

As illustrated in Figure 2, DCT representations exhibit
distinct characteristics across datasets. Real datasets, such as
CelebA and FFHQ, demonstrate smoother frequency decay,
reflecting natural image statistics. In contrast, GAN-generated
images display localized high-frequency artifacts, indicative of
synthesis-related transformations. These DCT-based features
alone achieved performance comparable to the full feature
set, highlighting their critical role in dataset attribution. Sim-
ilarly, as shown in Figure 3, FFT power spectra reveal clear



Fig. 4. Average RGB color histograms. Real datasets maintain characteristic channel skews, while GAN-generated images display color balancing patterns.

distinctions between real and synthetic images. Real datasets
(CelebA, FFHQ) exhibit centralized, isotropic low-frequency
energy concentration, consistent with natural image proper-
ties. Conversely, GAN-generated images show cross-shaped
spectral artifacts, likely arising from convolutional upsampling
patterns and checkerboard effects, further aiding in dataset
attribution.

To quantitatively assess the discriminative power of the
extracted features, we trained the previously mentioned su-
pervised classifiers. Performance was assessed on different
feature sets individually and in combination, as summarized
in Tables II-V.

o Color-based features (HSV histograms, Table II) yielded
solid results, with XGBoost achieving an accuracy of
90.2% and F1-score of 0.9013.

o Fourier-based features (Table III) provided even better
performance, with both SVM and XGBoost surpassing
94% accuracy. These features appear to encode critical
information about image frequency content and structural
regularity, which are often affected by GAN-specific
generation artifacts.

o DCT features (Table IV) performed slightly less robustly
than Fourier ones but still demonstrated their utility,
especially when used with ensemble classifiers such as
XGBoost (83.3% accuracy). The drop in recall and F1-
score for simpler models indicates that DCT-based in-
formation may require more sophisticated learners to be
fully exploited.

When combining DCT and FFT features, classification
performance significantly improved across all models. XG-
Boost, in particular, achieved the highest overall performance,
reaching 95.5% accuracy and an Fl-score of 0.9544. These
results highlight the complementary nature of global frequency
transforms in capturing dataset-specific statistical cues embed-
ded in deepfake images.

TABLE 11
CLASSIFICATION USING COLOR FEATURES (HSV)
Model Accuracy Precision Recall Fl1-score
Random Forest 0.870 0.8749 0.870 0.8677
SVM 0.882 0.8827 0.882 0.8817
KNN 0.757 0.7617 0.757 0.7405
XGBoost 0.902 0.9039 0.902 0.9013

TABLE III
CLASSIFICATION USING FOURIER-BASED FEATURES
Model Accuracy Precision Recall Fl-score
Random Forest 0.923 0.9299 0.923 0.9207
SVM 0.943 0.9431 0.943 0.9426
KNN 0.925 0.9352 0.925 0.9194
XGBoost 0.940 0.9408 0.940 0.9394
TABLE IV
CLASSIFICATION USING DCT-BASED FEATURES
Model Accuracy Precision Recall Fl1-score
Random Forest 0.792 0.8859 0.792 0.7296
SVM 0.682 0.6918 0.682 0.6811
KNN 0.682 0.7241 0.682 0.6857
XGBoost 0.833 0.8346 0.833 0.8309
TABLE V
CLASSIFICATION USING COMBINED FEATURES (DCT + FFT)
Model Accuracy Precision Recall F1-score
Random Forest 0.935 0.9400 0.935 0.9313
SVM 0.945 0.9443 0.945 0.9442
KNN 0.735 0.7612 0.735 0.7388
XGBoost 0.955 0.9558 0.955 0.9544

As shown in Figure 4, real datasets exhibit distinct RGB
intensity distributions, with characteristic peaks and troughs
across channels. In contrast, GAN-generated images tend to
smooth and normalize the color profiles, revealing implicit
regularization strategies employed during training.

The results show that this preliminary approach contributes
to advancements in media authentication and provenance
tracking by providing interpretable statistical signals regarding
an image’s dataset origin. These signals can support foren-
sic investigations and inform the development of regulatory
frameworks aimed at protecting data rights and promoting
ethical Al practices.

V. LEGAL AND ETHICAL CONSIDERATIONS

The ability to trace synthetic content back to its training
dataset carries significant ethical and legal implications [38].
Identifying whether a deepfake was created using a public
dataset (like CelebA) or a more restricted one (like FFHQ)
can influence assessments of its legality [39]. In forensic
and legal contexts, dataset attribution is critical—especially
when models are trained on copyrighted or personal data
obtained without consent [40]. If a deepfake is traced to
real individuals’ faces collected without permission, it may
breach data protection laws such as the EU’s General Data
Protection Regulation (GDPR) [38]. In the U.S., legal claims



often invoke the right of publicity, protecting individuals from
the unauthorized commercial use of their likeness. A striking
case is non-consensual deepfake pornography, which dispro-
portionately targets women, as seen in the Reddit deepfake
pornography ban in 2018 [41]. The recently adopted Al Act
by the European Union addresses these concerns by requiring
transparency for generative Al models. Providers must dis-
close when content has been Al-generated, helping to prevent
misuse and improving dataset traceability [38]. The Act also
strengthens protections around biometric and personal data,
banning their use in high-risk models without explicit consent.
From an intellectual property perspective, many deepfakes
fall into a legal grey area. Under current U.S. copyright law,
only human-authored works are eligible for protection, leaving
Al-generated content potentially unprotected. However, legal
scholars have proposed recognizing the role of the human
developer or commissioner as the “author” of Al-generated
works [38]. This could align with the Al Act’s broader aim of
ensuring safe, transparent, and accountable Al usage. Several
landmark cases underscore the legal and ethical quandaries of
Al-generated media:

o Reddit Deepfake Porn Ban (2018) — In late 2017,
a subreddit hosting non-consensual, face-swapped porn
videos grew to nearly 100 000 members before Reddit
shut it down in February 2018 for policy violations
[41]. The uproar prompted platforms to ban such content
and influenced California’s AB 602, which criminalizes
explicit deepfakes created without consent.

o Artists’ Copyright Suit vs. AI (2023) — In March 2023,
Sarah Andersen, Kelly McKernan, and Karla Ortiz led
a class action against Stability Al, DeviantArt, and Mid-
journey, alleging their models were trained on millions of
unlicensed artworks, including the plaintiffs’ own [42]. A
federal judge found the copyright claim plausible, even
absent identical outputs, spotlighting whether scraping
copyrighted work for Al training itself infringes.

o “Heart on My Sleeve” Deepfake Song (2023) — In April
2023, an Al-generated track mimicking Drake and The
Weeknd went live on streaming services. Universal Music
Group swiftly issued takedown notices, arguing the song
infringed both copyright and personality rights [43]. This
episode blurred the lines between intellectual property
and digital identity.

VI. DISCUSSION

Our experimental results demonstrate that statistical features
extracted from synthetic images—such as DCT coefficients,
FFT spectra, and color histograms—carry dataset-specific fin-
gerprints that enable robust source attribution. This aligns
with findings by Verdoliva [10], who emphasized frequency-
domain artifacts for forensic analysis, and Corvi et al. [21],
who explored spectral fingerprints for diffusion models. How-
ever, our work uniquely combines global frequency and local
textural features across diverse GAN architectures, achieving
superior classification accuracy (95.5% with XGBoost) while
maintaining interpretability.

Compared to prior methods, our approach offers distinct
advantages. Traditional techniques like PRNU [26] or im-
age hashing [27] focus on real-image forensics and fail
for synthetic media, whereas our frequency-based features
exploit GAN-specific generation artifacts (e.g., checkerboard
patterns in DCT heatmaps; see Fig. 2). Similarly, deep
learning-based detectors [19], [20] often lack explainability,
while our handcrafted features provide actionable insights into
dataset provenance. For instance, cosine similarity analysis
confirms that GAN outputs cluster closely with their train-
ing datasets (e.g., CelebA-trained StarGAN vs. FFHQ-trained
StyleGAN2), echoing Maini et al. [25], who proposed dataset
inference via model membership queries but required access to
the generator weights—a limitation our passive method avoids.

The legal and ethical implications of dataset tracing (de-
tailed in Section V) further distinguish our work. By linking
synthetic content to training data, our framework addresses
critical gaps in synthetic media governance, such as identi-
fying unauthorized use of copyrighted or personal datasets.
This complements proactive fingerprinting approaches [24]
but applies broadly to legacy GANs without requiring model
modification. However, challenges remain in cross-domain
generalization, particularly for high-fidelity models like Style-
GAN?2, where synthetic images closely mimic real distribu-
tions. Future work could integrate transfer learning or adver-
sarial training to improve robustness, as suggested by Guarnera
et al. [13] for style-transfer pipelines.

VII. CONCLUSION AND FUTURE WORK

This paper presented a novel forensic framework for at-
tributing the source dataset of deepfake images generated by
GANs. Through a combination of spectral, color, and local
descriptors, we demonstrated that GAN outputs retain identi-
fiable traces of their training data. Experimental results showed
high classification accuracy and confirmed the discriminative
power of frequency-domain features in dataset attribution.

Despite the promising results, limitations in cross-domain
generalization suggest the need for future work focusing on
transfer learning, domain adaptation, and integration with
neural fingerprinting methods. Additionally, we plan to extend
this framework to diffusion-based generative models, which
represent the next frontier in synthetic media.

Ultimately, our approach supports a broader forensic and
legal toolkit for navigating the challenges of Al-generated con-
tent, offering a scalable, interpretable method for establishing
the provenance of synthetic images.
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